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Transcription



Transcribing

In editorial studies, transcription is understood as the transfer of a historical source text 

into a modern medium, nowadays usually machine-readable text.

machine-readable → searchable, further processable with computers (automatic 

processing, manipulating, analysis)

“The result of a transcription is based on the specific questions and historically evolved 

guidelines of the individual discipline.”

→ edition guidelines

Klug, Helmut W. 2021. Transkription. In: KONDE Weißbuch. Hrsg. v. 
Helmut W. Klug unter Mitarbeit von Selina Galka und Elisabeth Steiner 
im HRSM Projekt "Kompetenznetzwerk Digitale Edition". Aufgerufen am: 
8.2.2024. Handle: hdl.handle.net/11471/562.50.197. PID: o:konde.197

http://hdl.handle.net/11471/562.50.197


Transcription guidelines / editorial guidelines

● depending on the type of the text and the intended audience of the edition, editorial 

decisions must be made

● these should be explained in the transcription/editing guidelines (maintenance of a 

guidelines document during the transcription process is recommended)

● Example questions:

○ Are the writer's errors documented, and if so, is there a classification of these 

errors?

○ Are abbreviations reproduced or resolved (tacitly)?

○ How are headings or rubrics, if any, presented in the text?



Schultz-Balluff, Simone; Bülters, Timo; 
George, Anaïs; Orfgen, Lukas. 2022. 
Hyperdiplomatische Basistranskription 
der Arzneien für Vögel M6, In: 
Hyperdiplomatische 
Transkriptionsplattform. Hrsg. v. Helmut 
W. Klug unter Mitarbeit von Selina Galka. 
GAMS. PID: o:hyper.jagdM6.3 (Accessed 
2024-02-16)

Example of a 
diplomatic 
transcription



Schultz-Balluff, Simone; Bülters, Timo; 
George, Anaïs; Orfgen, Lukas. 2022. 
Hyperdiplomatische Basistranskription 
der Arzneien für Vögel M6, In: 
Hyperdiplomatische 
Transkriptionsplattform. Hrsg. v. Helmut 
W. Klug unter Mitarbeit von Selina Galka. 
GAMS. PID: o:hyper.jagdM6.3 (Accessed 
2024-02-16)

Normalized
version



Transcription: How?

Transcription can be done manually (keying, double-keying) or automatically (OCR, HTR).

MANUAL TRANSCRIPTION

keying: The manual capture, i.e. typing, of a text in the course of its digitization.

double-keying: Two people type out the content of a document; a computer program then 
searches for differences between the two versions. Any typing errors found are then 
corrected by a third person. 



Transcription: How?

AUTOMATIC TRANSCRIPTION

OCR (Optical Character Recognition)

● Automatic text recognition of printed texts
● i.e. a computer "reads" a scanned document, 

recognizes and captures the text in it and 

then generates an electronic version.



Transcription: How?

HTR (Handwritten Text Recognition)
● converting handwritten text into machine-readable 

and editable text
● involves using various techniques from 

artificial intelligence, machine learning, and computer 
vision to analyze and interpret handwritten documents

● Process: 
○ preprocessing / feature extraction

 / recognition / post-processing

Hugo Schuchardt an Rufino José Cuervo (58-SC384H29). Graz, 26. 10. 1885. 
Hrsg. von Bernhard Hurch (2023). In: Bernhard Hurch (Hrsg.): Hugo Schuchardt 
Archiv. Online unter https://gams.uni-graz.at/o:hsa.letter.11272, abgerufen am 16. 
02. 2024. Handle: hdl.handle.net/11471/518.10.1.11272.



Transcription tools



Transcription tools

● software applications that support the process of transcribing a historical source 

online or offline

● eg. providing a GUI (Graphical User Interface) 

● offering layout and/or text recognition or anchoring the transcribed text in the digital 

facsimiles with the help of coordinates

● depending on the application the data can be saved in different formats

● a common format for mapping page structures is PAGE-XML

● usually created for individual application purposes

Klug, Helmut W. 2021. Transkriptionswerkzeuge. In: KONDE Weißbuch. Hrsg. v. Helmut W. Klug unter 
Mitarbeit von Selina Galka und Elisabeth Steiner im HRSM Projekt "Kompetenznetzwerk Digitale 
Edition". Aufgerufen am: 8.2.2024. Handle: hdl.handle.net/11471/562.50.199. PID: o:konde.199













Characteristics, Differences, etc.

● download vs. web-based

● register

● pricing

● functions

● import formats

● export formats

● collaboration



List

● FromThePage

● Transcribo

● Transcribe Bentham: Transcription Desk

● Scripto

● eScriptorium

● https://github.com/anguelos/frat

● T Pen

● Tropy

https://fromthepage.com/landing
https://bitbucket.org/tcdh/transcribodownload/src/master/
http://transcribe-bentham.ucl.ac.uk/td/Transcribe_Bentham
https://scripto.org/
https://www.sofer.info/
https://github.com/anguelos/frat
https://t-pen.org/TPEN/
https://tropy.org/


Possible Exercise

Have a look at one tool or more. 



Transkribus: Introduction



Transkribus: General

● platform primarily for AI-supported layout and text recognition of printed or 

handwritten documents

● but also enables - with limits - the annotation of structure and content

● The platform goes back to the READ project launched in 2016 and is provided and 

continuously developed by the European cooperative READ-COOP SCE, which was 

founded in 2019

● The cooperative now has more than 130 members (institutions and private 

individuals) in 30 countries (as of April 2023)



Transkribus: Functions

● log-in

●

Source: Slides from Transkribus Webinar 2022



Transkribus: Ecosystem

Source: Slides from Transkribus Webinar 2022



Transkribus: Plan and Prices
https://www.transkribus.org/plans

● 100 credits free per month

● 1 page processing = 1 credit

● only with scholar and organisation plans:

○ collaboration tools

○ export in TEI

○ Transkribus Sites

○ Use of super models (text recognition)

○ Table recognition

○ …

https://www.transkribus.org/plans


Transkribus: Plan and Prices

https://www.transkribus.org/plans

● also differences in document 

storage,how many trainings you 

can run per month,

processing speed, etc.

https://www.transkribus.org/plans


Transkribus eXpert vs. Transkribus Web-App

● Transkribus eXpert (Standalone-Version, Java-basiert)

● Transkribus Lite (Webversion)

● Due to the great acceptance of the web version, only this version will be developed 

further

● Transkribus eXpert will continue to be available, but no new features will be added

● All documents that are uploaded to Transkribus Lite are also available in Transkribus 

eXpert because they are stored on the READ COOP SCE servers.

● Transkribus Lite is constantly being expanded with new functionalities 

TODO



Transkribus: WebApp
(former: Transkribus Lite)



Transkribus: WebApp

● Log in on the Transkribus Website

○ https://readcoop.eu/de/transkribus/

○ https://www.transkribus.org/

● Start the App (right corner)

https://readcoop.eu/de/transkribus/
https://www.transkribus.org/


Exploring the “Workdesk”



Workdesk: Home



Workdesk: Collection View



Workdesk: Document View



Workdesk: Page View



Layout Tree

Source: Slides from Transkribus Webinar 2022



Upload
● Create a collection

● click into the collection

● “Upload files”

Accepted formats:

● JPEG

● PNG

● PDF

All files uploaded together are regarded as a single document, each individual image or page of a 

PDF becomes a page of the document.



Hands on

● Explore the Workdesk, 

especially the page view! 

(image + transcription)



Hands on

● Upload the letters provided in the Google Drive  as documents into

a collection (a document per letter)

● Letters:

○ Hugo Schuchardt Archiv

○ german linguist (1842-1927)

● Information about letter 1: 

https://gams.uni-graz.at/o:hsa.letter.3828/sdef:TEI/get

● Information about letter 2:

https://gams.uni-graz.at/o:hsa.letter.3830/sdef:TEI/get

The hands on material is based 
on the tutorial for Transkribus 
by DigEdTnT: 
https://digedtnt.github.io/trans
kribus/.

https://gams.uni-graz.at/context:hsa
https://gams.uni-graz.at/o:hsa.letter.3828/sdef:TEI/get
https://gams.uni-graz.at/o:hsa.letter.3830/sdef:TEI/get
https://digedtnt.github.io/transkribus/
https://digedtnt.github.io/transkribus/


Applying a HTR model



HTR / Automatic Text Recognition

HTR is able to recognise handwritten documents and historical prints (books and 

newspapers) BUT there is no general model for all scripts/languages and epochs.

2 options:

1. selecting a public model that has already been trained on similar scripts by the 

Transkribus community

2. training a custom model for recognising a specific handwriting/font by showing it a 

certain amount of images and their transcriptions



Source: Slides from Transkribus Webinar 2022



Text Recognition



Apply a model in Transkribus

How to choose the best public model for your documents:

● Material

● Language

● Character Error Rate (CER) = the percentage 

of incorrect characters out of 100 

characters automatically transcribed by the AI 

(desired CER: below 10%)



Applying a model in Transkribus

● TIPP: Try it out on only one or a few pages first, to see, how it performs!

● HANDS ON: Apply a pretrained model on source material

○ provided material on google drive

■ Letter 1

■ search for a model in Transkribus

● information on the material: handwritten letters from Hugo 

Schuchardt, german, 1860-1925, Information about the project: 

https://gams.uni-graz.at/context:hsa



Applying a model in Transkribus

● Check the results

● How good did the layout recognition work?

○ Do you need to correct lines?

● Have a look at the automatic created transcription

○ Comparison with the transcription from the archive 

(https://gams.uni-graz.at/o:hsa.letter.3828/sdef:TEI/get)

○ How good did it work?

https://gams.uni-graz.at/o:hsa.letter.3828/sdef:TEI/get


Training a HTR model



Training a HTR model
● you need data for training a model (“Training Data”)

● 25-75 pages (5.000-15.000 words) as training data (“Ground Truth”)

○ for handwritten documents: at least 10.000 words per hand

○ the Ground Truth should include examples of all the scripts that you want your model to be 

able to transcribe.

○ training data in Transkribus: Faksimiles + Transcriptions (correct and as accurate as 

possible!)

○ the pages to include in the Ground Truth are, therefore, important because they will affect 

the effectiveness of the model



Training a HTR model

● 2 options for creating the data:

1. transcribing the page manually (Attention: at the moment it's not possible, to copy text into 

the transcription window!)

2. applying a model that has been trained on similar handwritings (if available) and correcting 

the transcription manually



Source: Slides from Transkribus Webinar 2022



Workflow 1: Training a model with manually 
transcribed text

● Choose the pages to include in the ground truth

● Run the Layout Recognition 

● Transcribe:

○ Transcribe what you read (including errors and punctuation)

○ Be consistent! (suggestion: write a document with your decisions)

○ Tag the words you can’t read as “uncertain” or “gap”

○ Lines left blank: aren’t considered in the training

○ Abbreviations: maintained/solved/tagged: it depends on what you expect as 

final output

● Save the page as “Ground Truth”



Workflow 1: Apply a model and correct the 
automatic transcriptions

● Choose the pages to include in the ground truth

● Run the Text Recognition 

● Correct the automatic transcriptions

● Save the page as “Ground Truth”



How to train a 
model in 
Transkribus



Step 1: Select your training data



Step 2: Select your validation data



Step 3: Model Set Up

● you can enter a name of your 
model

● description
● Image URL
● language
● centuries
● you can already choose a 

base model (means: with a 
Base model, the training 
doesn’t start from scratch 
but from what it has already 
been learnt in the base 
model)



Step 3: Model Set Up (Advanced Settings)

● Training cycles:  the number 
of times that the learning 
algorithm will go through the 
entire Training Data and 
evaluate itself on both the 
Training and the Validation 
Data

● maximum number, because 
the training stops 
automatically when the 
model does not improve 
anymore

● early stopping: minimum 
number of epochs for the 
training, meaning the model 
will at least run this many 
epochs



Step 4: Train the model! The model 
will appear in your “Models” section:



Learning Curve



Training a baseline 
model



Training a baseline model

●



Other possibilities

● Training field models

○ enhancing the layout recognition 

○ e.g. training a model for the 

layout recognition of marginalia

○ based on structural tags

● Table models

○ AI to identify the tabular 

layout of your historical documents,

 simplifying data extraction and 

export into spreadsheets Example from 
https://help.transkribus.org/field-models

https://help.transkribus.org/field-models


Tagging



Tagging

● you can enrich your documents with tags

● can be useful for XML export

There are two different types of tags:

1. Structure tags: to mark up the structure of your documents, for instance, paragraphs, 

headers, marginalia or footers. They are assigned to layout shapes (text regions and 

lines) in the image.

2. Textual tags: to mark up words and phrases of the transcriptions, for instance, persons, 

places, abbreviations, and add attributes. They are added to words within the 

transcribed text.

https://help.transkribus.com/structure-tags?__hstc=48127928.e03b5f61f690de57e941f174d319cd95.1707834533444.1707907455473.1707990049367.4&__hssc=48127928.3.1707990049367&__hsfp=3096047954
https://help.transkribus.com/textual-tags?__hstc=48127928.e03b5f61f690de57e941f174d319cd95.1707834533444.1707907455473.1707990049367.4&__hssc=48127928.3.1707990049367&__hsfp=3096047954


Structure tags

● can be used for Field Models 
○ trainable models, to identify specific 

fields in your documents such as regions, 

marginalia, name fields etc.

● or when you want to restrict the 
text recognition to certain structure 

types instead of recognising the whole page

● they are centrally managed at the 
collection level

https://help.transkribus.org/field-models


Textual tags

● Mark-up words, such as names, dates, places, and events, with textual tags to add 

information to your transcriptions

● Attributes provide information about the content of the tag and can be used to extract and 

process data from the transcription

● e.g. the date tag allows you to tag a date written in the document and add properties such as 

the day, month, and year in a standardised format



Work with tags

● To use them in the editor, you need to make them visible!

○ editor view: “Settings” in the right corner

○ click on “tags”

○ make tags visible, you want to see

○ you can choose between structural and textual tags

○ on the bottom: link to manage the tags for the collection

● To see tags in the image: Image - show structure labels - show structure colors!

● add a structural tag to a region: right-click

● add a textual tag: highlight the word/characters



Work with tags

● Editor View → Settings →
Tags → Edit tags in collection settings

→ this opens the window to manage

the tags

● you can add new tags

● switch between structure tags and

textual tags

● all the changes done here are saved 

only for the collection in question 

(the one opened in the background)



Hands On
● Try to add tags to the text!

○ to the first letter from Hugo Schuchardt 

● e.g. transcribe the first line

○ add tags: place, date (also attribute)

○ create new tags: opener, salute



Hands On
● create new tags: opener, salute

○ TEI <opener>: (opener) groups together dateline, byline, salutation, and similar 

phrases appearing as a preliminary group at the start of a division, especially of a 

letter

○ TEI <salute>: (salutation) contains a salutation or greeting prefixed to a foreword, 

dedicatory epistle, or other division of a text, or the salutation in the closing of a 

letter, preface, etc.



Hands On

● Try to add structural tags to the standard Germknödel recipe!

○ e.g. heading, paragraph



Searching



Searching

● Search tags and text

○ Full-text search: search terms can be modified using wildcards, among other things

○ Fuzzy search: Finds results that differ from the search term by one or two letters

○ Smart Search: With Smart Search, not only the automatically recognized words are 

saved, but also possible variants, which means that words transcribed incorrectly by 

the text recognition model can also be found. For this type of search to be possible, it 

must be selected before the text recognition is carried out. It is associated with 50% 

higher costs for text recognition, as it is more memory and computationally intensive



Export



Export (Free Plan)

● Images 

○ choose between original or

compressed jpg

● Docx-Files 

○ transcriptions in Word-Files,

it's also possible to export it with tags

● PDF

○ you can choose with or without tags

● TXT



Export (Free Plan)

● Page XML

○ XML-based page image representation 

framework that records information 

on image characteristics in addition 

to layout structure and page content

○ can e.g. be used to describe page content

like regions, lines of text, words, glyphs, etc.

○ important as import- and export format

for OCR/HTR Software bzw. Tools



Export (Scholar Plan)

● Spreadsheet

○ Table Export

○ Tag Export

○ Page Metadata

● TEI/XML

○ not possible at the moment?

● ALTO XML

○ XML file for each page, containing the content and layout information of the page.

○ It is often used in combination with METS for the description of the whole digitized 

object



Hands on

● Try out the export function!

You get the export via your registered E-Mail.



Transkribus Sites



Transkribus Sites

● one of the main pages in

the Transkribus app 

(button on the top)

● included in the scholar plan

○ for publishing you need a paid 

subscription!

● platform to publish and share 

your digital documents online

● offering search capabilities



Transkribus Sites

“flexible viewing options”

● 4 basic pages:

○ Home (Picture and 

Search Window)

○ About (Pictures and Description of the project)

○ Explore (List of Documents)

○ Search

● Settings (right corner): delete the site, change theme, manage users



Hands on

● Have a look at the Sites page and try it out!



Conclusion



Conclusion: Strengths of Transkribus

● No software download or installation required - only a web browser is needed

● No hardware requirements as text and layout recognition and model training is performed 

on READ COOP SCE's servers in Innsbruck (Austria)

● As the data is stored on European servers

● Multilingual user interface (de, en, es, et, fi, fr, it, nl, pl, pt, sl, sv)

● hands-on training of your own models

● Suitable for collaborative work on transcriptions with other Transkribus users



Conclusion: Strengths of Transkribus

● Own structure and text tags can be defined so that conformity with the TEI guidelines can 

be achieved

○ Integration of normdata possible (Wikidata ID)

● Right-to-left writing direction is supported

● Smart Search (higher credit consumption): Not only a recognized word, but also alternatives 

are saved, so that (incorrectly) recognized words can be searched for easily



Conclusion: Challenges

● Transkribus expert client is not developed further

● replaced by the WebApp → not yet as powerful as the expert client

● Training HTR models can be time-consuming and have a high error rate with very heterogeneous 

manuscripts

● Although (simple) annotations can be made and custom tags can be created, the editor is not a 

fully-fledged replacement for a standalone annotation tool

● No internal communication tool to coordinate with other users working together on a collection 

(no comment function, no place where guidelines for transcription can be stored, etc.)

● Text recognition with free credits has lower priority than with purchased credits



General & Resources

● The transcription software has established itself as an essential tool in the creation of Digital 
Editions

Resources
● The READ website's Resource Centre contains numerous instructions on how to use Transkribus 

○ https://help.transkribus.org/
● Documentation for developers

○ https://readcoop.eu/de/transkribus/docu/
● forText also offers instructions on how to digitize manuscripts with Transkribus

○ https://fortext.net/routinen/lerneinheiten/manuskriptdigitalisierung-mit-transkribus
● There are also various field reports 

https://help.transkribus.org/


Ressources: Transkribus

● Project DigEdTnT (“Digital Edition Creation 

Pipelines: Tools and Transitions”)

○ https://digedtnt.github.io/transkribus/#ressourcen

○ overview, description of the tool

○ in german, but at the end there is a comprehensive

 list of resources

 (documentation, tutorials, projects, literature)

https://digedtnt.github.io/
https://digedtnt.github.io/transkribus/#ressourcen

